Sensitivity to geometric shape
reqgularity in humans and baboons:

A putative signature of human performance present in all humans, regardless
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WHAT ARE THE TWO MODELS?

Determining the cognitive differences between

baboons. Neural networks model baboons, but
ionce. wa show that ntitians of geomatry are symbols are required to model humans.

present in all humans, but absent in baboons.
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